
often resorted to. Such exhaustive search on a large system
with billions of �les takes a prohibitive amount of time. It is
even more dif�cult to locate correlated �les since users often
cannot explicitly de�ne mandatory search criteria in most
�le systems.

Weakness 3: Lack of metadata-semantics exploration.While it
is dif�cult to manage massive data through a centralized
hierarchical structure, research in both industry and acade-
mia has shown that, in most �le systems, a small subset of
�le system’s data serves a majority of data access requests
[6], [7], [8], [9], [10]. Being able to identify this subset of fre-
quently accessed data by semantic exploration is hence ben-
e�cial to system designers in their pursuit of system
optimizations such as �le prefetching and data deduplica-
tion. Conventional �le systems have by and large ignored
the semantic context in which a �le is created and accessed
during its lifetime.

While a rich body of research in the recent literature has
attempted to overcome these weaknesses, such as Spyglass
[7], Ceph [11], Glance [12], quFiles [13], DiFFS [14], Smart-
Store [15], Haystack [16] and Ursa Minor [17], these solu-
tions are not comprehensive and still limited by the
inherent weaknesses of the directory-tree naming scheme.
Our design shares with them the similar goals of improving
�le organization and simplifying data management.

We propose a new namespace management scheme,
called SANE, which provides a �at but small, manageable
and ef�cient namespace for each �le. In SANE, the notion of
semantic-aware per-�le namespace is proposed in which a
�le is represented by its semantic correlations to other �les,
instead of conventional static �le names. Our goal is not to
replace conventional directory-tree management that
already has a large user base. Instead, we aim to provide
another metadata overlay that is orthogonal to directory
trees. SANE runs concurrently with the conventional �le
system that integrates it and takes over the responsibilities
of �le search and semantic �le grouping from the �le system
when necessary. Moreover, SANE, while providing the
same functionalities, makes use of a new naming scheme
that only requires constant-scale complexity to identify and
aggregate semantically correlated �les. SANE extracts the
semantic correlation information from a hierarchical tree.
Fig. 1 illustrates the relationship and difference between
SANE and the existing hierarchical directory tree. For
instance, in order to serve a complex query, SANE only
needs to check the small and �at namespace one time, thus

avoiding a time-consuming search of brute-forced traversal
over the entire hierarchical tree.

SANE is intended for an integration into modern �le sys-
tems such as pNFS [18], PVFS [19], GFS [20], and HDFS [21].
Our goal in this research is to complement existing �le sys-
tems and improve system performance. Our major contri-
butions are summarized below.

First, addressing Weaknesses 1 and 2, SANE is designed
to leverage semantic correlations residing in multi-dimen-
sional attributes, rather than one-dimensional attributes
such as pathnames, to represent a �le. The metadata of �les
that are strongly correlated are automatically aggregated
and then stored together in SANE. When a user performs a
�le lookup, SANE will also present the user �les that are
strongly correlated to this searched �le, which constitute
the semantic-aware per-�le namespace of this �le. This
allows the user to access the correlated �les easily without
having to perform additional searches or directory tree nav-
igations. In a distributed environment, this also improves
the system performance since it improves the af�nity: �les
that tend to be accessed together are placed on the adjacent
servers. As a result, the operations on similar (i.e., semanti-
cally correlated) data take place in limited subsets of data
without incurring extra overheads on the whole system,
thus signi�cantly improving the system scalability.

Second, addressing Weakness 3, SANE leverages locality
sensitive hashing (LSH) [22] to automatically organize
semantically correlated �les without the involvement of
end-users or applications. Our algorithm has very little per-
formance overhead since LSH has a low complexity of prob-
ing constant-scale buckets. SANE represents each �le based
on its semantic correlations to other �les. As the �le system
evolves, SANE can ef�ciently identify their changes to
update the namespace by exploiting the �le semantics. The
semantics residing in �les’ correlation are obtained from
multiple dimensions, rather than a single one, thus also
allowing us to optimize the overall system design.

Third, SANE is implemented as a transparent middle-
ware that can be deployed/embedded in most existing �le
systems without modifying the kernels or applications.
SANE provides users with two auxiliary namespace views,
i.e., default (conventional hierarchy) and customized
(semantic-aware per-�le representation). Both views hide
the complex details of the physical representation of indi-
vidual �les, and export only a context-speci�c logical out-
look of the data. Experimental results demonstrate that
SANE ef�ciently supports query services for users, while
facilitating system performance improvements, such as �le
prefetching and data de-duplication.

The rest of this paper is organized as follows. Section 2
presents the backgrounds and problem statement. Section 3
discusses the design and implementation details. Section 4
evaluates the performance. Section 5 presents the related
work. We conclude our paper in Section 6.

2 BACKGROUNDS AND PROBLEM STATEMENT

2.1 Multi-Dimensional Attributes
Real-world applications demonstrate the wide existence of
access locality that is helpful to identify semantic correlation.
For instance, Filecules [8] examines a large set of real traces

Fig. 1. SANE and hierarchical directory tree.
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members. The namespace construction entails identifying t
nearest neighbors of a �le in the multi-dimensional attribute
space. The rationales behind this are two-fold. First of all,
close neighbors, i.e., strongly semantically correlated �les,
should be arranged in the same or adjacent storage server
nodes in a distributed �le system or can be stored contigu-
ously on disks in a centralized �le system. Hence, perform-
ing a top- t query will quickly �nd correlated �les belonging
to the namespace of this �le with a smaller amount of mes-
sage exchanges in a distributed �le system or fewer small
random disk accesses in a centralized �le system. We will
discuss how to set an appropriate value for t, i.e., name-
space size, in the following section. Second, the per-�le
namespace scheme in �le systems can effectively provide a
unique namespace for each �le. Our design can avoid name-
space collisions and the details are presented in Section 3.4.

3 DESIGN AND IMPLEMENTATION

We aim to exploit semantic correlations among �les to
de�ne one �at, small, but accurate namespace for each �le.
The namespace of a �le, which we call semantic-aware perÞle-
namespaceand namespacefor short in the rest of this paper,
can be simply viewed as a single-level dynamic virtual
directory that evolves with the changes in �les attributes
and consists of a set of �les that are most semantically corre-
lated to this �le. However, different from directory trees,
per-�le namespace is not hierarchical at all, i.e., one per-�le
namespace cannot be a child of another per-�le namespace.
A per-�le namespace of a �le also differs from a directory in
that this per-�le namespace does not include this �le itself,
as we will discuss later in details.

3.1 An Architectural Overview
To illustrate how SANE works, we brie�y describe its over-
all architecture. SANE explores semantic correlations resid-
ing in �les to build the namespace representation that can
accurately identify a �le and track the evolution of �le
attributes. SANE includes three key function modules,
semantic correlation identi�cation (SCI), namespace con-
struction (NC) and dynamic evolution (DE), as shown in
Fig. 2. To quickly identify correlated �les, the SCI module

performs the locality-sensitive-hashing computation based
on multiple �le attributes. Different compositions of attrib-
utes will produce semantic groups with different accuracies.
However, it is non-trivial to select the optimal set of attrib-
utes that can most accurately de�ne �le correlations and
best match access patterns. After the semantic correlations
are identi�ed, the NC module aggregates semantically cor-
related �les into groups by performing nearest-neighbor
searches for each �le. This process determines which �les
belong to the namespace of a given �le. The namespace of
each �le is represented as a t-tuple vector, consisting of the t
most correlated �les and their correlation degrees to this
�le. Finally, since the attributes’ values of �les and their cor-
relations may change over time, DE helps it accurately
adapt to such changes and makes speedy namespace
updates. SANE exploits dynamically evolving correlations
to create an accurate semantic-aware namespace in a very
large-scale �le system with a small performance overhead.

From the viewpoints of both end-users and �le systems,
SANE offers a transparent and context-aware abstraction to
serve user requests and improve system performance. Spe-
ci�cally, for end-users, a customized �at and small name-
space allows them to quickly navigate and identify target
data �les. A renaming operation is interpreted as a member-
ship change to the t-tuple �le set that constitutes a �le’s
namespace. SANE can support three types of queries,
namely, point, range and top-k queries. These small �le sets
that represent the namespaces of individual �les differ from
directories in conventional �le systems in that, for the same
�le, a semantic-aware per-�le namespace is a dynamic logic
view to a set of �les and it changes over time based on
semantic contexts, while a directory always returns the
same logic view to a �xed set of �les. Furthermore, in sys-
tems with hierarchical directories, users and applications
need to be aware of directory path to locate data. In contrast,
SANE is transparent to users and applications and exposes
a semantic-aware per-�le namespace for a given �le. On the
other hand, for �le systems, the semantic-aware namespace
in SANE contains correlated �les to facilitate ef�cient �le
caching and prefetching and data dedulplication, which is
conducive to the overall performance improvement.

3.2 Semantic Correlation Identification
SANE uses locality sensitive hashing [22] to identify seman-
tic correlations. LSH has the advantages of both locality
preservation and fast identi�cation.

LSH. We brie�y introduce LSH and explain how it is
used in fast semantic identi�cation. LSH is an ef�cient tool
that maps similar items into the same hash buckets.

Definition 2. Given a distanceR, approximation ratioc > 1, and
two probability valuesP1 and P2 such that1 > P 1 > P 2 >
0, a functionhð:Þ is said to beðR; cR; P1; P2Þ locality sensitive
for distance functionk; k if for points u1 and u2, it satisÞes
both conditions below:

� If ku1; u2k � R, thenPr½hðu1Þ ¼ hðu2Þ� � P1,
� If ku1; u2k > cR , thenPr ½hðu1Þ ¼ hðu2Þ� � P2.

In LSH, items close to each other will have a higher
probability of colliding than items that are far apart [29].
Speci�cally, the closeness depends on the R value that
can be obtained empirically by sampling real-world data

Fig. 2. SANE as a middleware in file systems.
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15.2) in EECS, (min-max: 17-53; average: 23.8) in Google and
(min-max: 27-172; average: 38.4) in HP.

In general, �lename-based point query is very popular in
most �le system workloads. There are no �le system I/O
traces for both point and complex queries (range and top-k)
requests. In order to address this issue, we leverage a syn-
thetic approach to generating not only point query, but also
complex queries within the multi-dimensional attribute
space. The basic idea is to statistically generate random
queries in a multi-dimensional space. We study the �le
static attributes and behavioral attributes from the available
I/O traces. For example, a point query in the form of (17:50,
85.2, 36.5) represents a search for the �les that are closest to
the description of a �le that is last revised at time 17:50,
with the amounts of “read” and “write” data being approxi-
mately 85.2 and 36.5 MB. Moreover, a range query aiming
to �nd all the �les that were revised between time 8:20 to
10:50, with the amount of “read” data ranging from 22 to
40 MB, and the amount of “write” data ranging from 7 to
12 MB, can be represented by two points in a three-dimen-
sional attribute space, i.e., (8:20, 22, 7) and (10:50, 40, 12).
Similarly, a top-k query in the form of (9:30, 17.2, 75.8, 5)
represents a search for the top-�ve �les that are closest to
the description of a �le that is last revised at time 9:30, with
the amounts of “read” and “write” data being approxi-
mately 17.2 and 75.8 MB, respectively.

In addition, the semantic correlations identi�ed in
SANE create new opportunities for system designers to
implement system optimizations from a totally new per-
spective. In this paper, we take data deduplication to illus-
trate potential bene�ts of SANE from a system perspective.
We have leveraged semantic correlations identi�ed by
SANE to optimize system fu nction of deduplication.

4.2 Results and Discussions
4.2.1 Searchability
We compare SANE with Spyglass [7] and SmartStore [15] in
terms of accuracy and latency of point and complex queries.
Note that both Spyglass and SmartStore can obtain exact-
matching results by using brute-force-like approaches and
increasing the amount of data that must be read from the
disk. Here, hit rates in Spyglass and SmartStore represent
cache hits of the accessed partitions in Spyglass and seman-
tic groups in SmartStore respectively.

Query Accuracy. Fig. 5 shows the hit rates for the 2,000 and
4,000 point query requests. The hit rate of SANE is 93.7, 95.2,
94.6, and 94.8 percent, respectively for the HP, MSN, EECS
and Google traces, visibly outperforming Spyglass (90.5,
92.3, 91.9 and 90.2 percent) and SmartStore (89.6, 91.1, 90.2
and 89.3 percent). The main reasons behind SANE’s superior-
ity to SmartStore and Spyglass are twofold. First, the former
leverages the LSH functions that can signi�cantly mitigate
the adverse impact of stale information. Second, SANE’s
two-set design behind its semantic-aware namespace makes
it possible to accurately and timely search updated results.

We adopt the “recall” metric from the �eld of informa-
tion retrieval to measure the quality of complex-queries. For
a given query q, we denote TðqÞ the ideal set of k nearest
objects and AðqÞ the actual neighbors reported by SANE.
We de�ne recall ¼ jTðqÞ\AðqÞj

TðqÞ . Table 1 presents therecallmeas-
ures of range and top-k queries in SANE. The experimental
results show that the query results returned by SANE are
reasonably accurate.

Query Latency. Fig. 6 compares the latencies of point-
queries among SmartStore, Spyglass and SANE. The experi-
mental results show that SANE outperforms SmartStore, by
up to 58.2, 52.5, 54.7 and 49.6 percent, and Spyglass, by up to
32.8, 26.7, 28.2 and 24.6 percent, under the HP, MSN, EECS
and Google traces respectively. This again is attributed to the
fact that SANE uses the fast LSH-based hash computation
while SmartStore uses the slow matrix-based LSI tool and
Spyglass depends on subtree partitions in a hierarchical tree
structure. Table 2 compares the latency measures of range
and top-k queries of these three schemes. For complex
queries, SANE consistently and signi�cantly outperforms
SmartStore and Spyglass by at least one order of magnitude.

4.2.2 Scalability
We examine the system scalability by measuring the aver-
age latencies of query and update requests as well as the
number of required network messages as a function of the
system size. The results are shown in Fig. 7.

We observe from Fig. 7a that the latency measure scales
steadily and smoothly as the number of server nodes

TABLE 1
Accuracy of 4,000 Range and 4,000 Top-k (k ¼ 7) Queries

Fig. 5. Average hit rate for point query.

Fig. 6. Point query latency.
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increases from 10 to 80. SANE only needs to carry out sim-
ple hashing computation to accurately �nd the queried
results that are placed together in a small and �at search
space. Therefore, the upward scaling of system size has
very limited impact on the organization of correlated �les,
thus resulting in strong system scalability.

Fig. 7b shows the latency of the update operation intro-
duced in Section 3.5, indicating a near linear scaling. We
issue a total of 1 million update requests and measure the
average latency of each request under different system
scales. Fig. 7c shows that the number of messages required
for query services also scales reasonably with the number of
server nodes. Since query operations run within one or a
very small number of correlated �le tuples, SANE avoids
probing any irrelevant nodes and hence reduces the net-
work overhead.

Projecting the scalability tr ends in an ultra-large scale
system is dif�cult, if not im possible, to implement. In
this study, we conduct simulations by exponentially scal-
ing the number of server nodes from 100 up to 1,000.
The simulation results in terms of latencies of query and
update requests show that SANE can maintain near-lin-
ear scalability as the system scales up exponentially. We
recognize that these simulations running under ideal
conditions may overestimate the scalability of SANE
since in the simulations we might have underestimated
or ignored some potential bottlenecks, such as network
bandwidth. However, the experimental results do at
least show potentials of the proposed schemes in the
future exascale systems.

5 RELATED WORK

It is worth noting that the essential difference in SANE
from existing work is its �at, rather than hierarchical,
namespace for data-intensive �le systems. Semantic �le
system (SFS) [36] is one of the �rst �le systems that extend
the traditional �le system hierarchies by allowing users to
search customized �le attributes. SFS creates virtual direc-
tories based on demand. quFiles [13] provides a simple
and uni�ed view of different copies of �les that are opti-
mized for different access contexts, such as network band-
width. SANE uses a new approach that exploits semantic
correlations among �les to create a dynamic per-�le
namespace to speed up �le lookups when full pathnames
are not available. Our approach differs from SFS and
quFiles in that we take into consideration the semantic
context implicitly and explicitly represented in �le meta-
data when serving complex queries. Our approach is par-
ticularly helpful in avoiding brute-force search, which is
time-prohibitive in large �le systems.

Hadoop [21] has emerged to be a popular platform for
large-scale data analysis but its namespace management
suffers from the single-name-node limitation. The name-
node stores the entire �le system namespace in the main
memory and can become a performance bottleneck, thus
limiting the system scalability. In order to overcome the lim-
itation of Hadoop Distributed File System (HDFS), Ceph
[11] and its demonstration system [37] use dynamic subtree
partition to avoid metadata-access hot spots and support �l-
ename-based query. Google �le system (GFS) [20] logically
represents its namespace as a lookup table mapping full
pathnames to metadata. Although using a single master
makes the overall metadata design simple and easily imple-
mentable, the single master can become a potential perfor-
mance bottleneck and single point of failure. Haystack [16],
used in Facebook, tries to avoid disk operations when
accessing metadata by leveraging network attached storage
appliances over NFS, and thus performs all metadata look-
ups in the main memory. Unlike SANE, these systems still
inherit many of the innate features of the conventional hier-
archical directory-tree methodology, thus limiting the scal-
ability and functionality for large-scale �le systems.

In order to handle the scalability problem of �le system
directories, GIGA+ [38] proposed a POSIX-compliant scal-
able directory design to ef�ciently support hundreds of
thousands of concurrent mutations per second, in particular
in terms of �le creations. An extendible hashing-based

Fig. 7. Study of system scalability based on prototype implementation.

TABLE 2
Range & Top-k (k ¼ 7) Latency (Seconds)
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